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Abstract
This study presents an innovative approach to1

the creation of information graphics, where the2

accuracy of content and aesthetic appeal are of3

paramount importance. Traditional methods of-4

ten struggle to balance these two aspects, partic-5

ularly in complex visualizations like phylogenetic6

trees. Our methodology integrates the strengths7

of Large Language Models (LLMs), Vision Lan-8

guage Models (VLMs), and advanced text-to-9

image models to address this challenge. Initially,10

an LLM plans the layout and structure, employ-11

ing Mermaid—a JavaScript-based tool that uses12

Markdown-like scripts for diagramming—to estab-13

lish a precise and structured foundation. This struc-14

tured script is crucial for ensuring data accuracy in15

the graphical representation. Following this, text-16

to-image models are employed to enhance the vec-17

tor graphic generated by Mermaid, adding rich vi-18

sual elements and enhancing overall aesthetic ap-19

peal. The integration of text-to-image models is20

a key innovation, enabling the creation of graph-21

ics that are not only informative but also visually22

captivating. Finally, a VLM performs quality con-23

trol, ensuring that the visual enhancements align24

with the informational accuracy. This comprehen-25

sive approach effectively combines the accuracy of26

structured data representation, the creative potential27

of text-to-image models, and the validation capabil-28

ities of VLMs. The result is a new standard in infor-29

mation graphic creation, suitable for diverse appli-30

cations ranging from education to scientific com-31

munication, where both information integrity and32

visual engagement are essential.33

1 Introduction34

In the realm of artificial intelligence, advancements in35

natural language processing and image generation have36

paved the way for innovative applications across various37

domains [Zhang et al., 2023]. Large language models38

(LLM) [Schulman et al., 2022; Achiam et al., 2023] have39

demonstrated remarkable proficiency in understanding and40

generating human-like text, while text-to-image models such41

as DALL-E [Shi et al., 2020] and Midjourney1 have capti- 42

vated audiences with its ability to generate diverse and cre- 43

ative images from textual descriptions. However, a signifi- 44

cant challenge remains in bridging the gap between textual 45

and visual representations, particularly in the creation of in- 46

formation graphics [Huang et al., 2024; Dibia, 2023]. 47

In the evolving landscape of data visualization and infor- 48

mation communication, the challenge of accurately repre- 49

senting complex data structures while maintaining visual ap- 50

peal is paramount. Information graphics, such as phyloge- 51

netic trees, play a crucial role in various fields, including bi- 52

ology, education, and data science. However, the existing ap- 53

proach of using text-to-image models often leads to a com- 54

promise between the factual correctness of the content and its 55

aesthetic representation. 56

Figure 1 displays a phylogenetic tree created with DALL- 57

E 3. While aesthetically pleasing, the content it depicts lacks 58

accuracy and meaningfulness. Additionally, a common lim- 59

itation of text-to-image models is evident here: the textual 60

information within the figure is indecipherable, reflecting a 61

well-known shortcoming in text-to-image generation. User 62

control over output correctness remains challenging. 63

This research introduces an innovative methodology that 64

synergizes LLMs, Vision Language Models (VLMs), and 65

advanced text-to-image models to overcome this challenge, 66

aiming to produce information graphics that are both visu- 67

ally engaging and accurate in content. Our approach begins 68

with the use of an LLM for initial planning and layout of 69

the information graphic. The LLM’s role is to understand 70

the intricacies of the data and conceptualize a structure that 71

best represents it. This planning phase is critical as it sets the 72

foundation for the accuracy and comprehensibility of the fi- 73

nal graphic. To translate this plan into a tangible layout, we 74

utilize Mermaid, a JavaScript-based diagramming tool. Mer- 75

maid’s ability to render Markdown-inspired text definitions 76

into dynamic diagrams makes it an ideal choice for creating 77

structured, accurate representations of complex data relation- 78

ships, such as those found in phylogenetic trees. 79

Once the structural foundation is laid out by the LLM and 80

rendered by Mermaid, the methodology introduces the use 81

of text-to-image models. These models serve to enhance the 82

vector graphics created by Mermaid, adding a layer of vi- 83

1https://www.midjourney.com/home

https://www.midjourney.com/home


Figure 1: A phylogenetic tree generated by using DALL-E 3. Al-
though it looks fancy, the information it depicts is non-sense and
meaningless.

sual sophistication and appeal. This step is where the creative84

potential of AI comes into play, transforming a structurally85

sound diagram into a visually captivating piece of informa-86

tion art. The integration of text-to-image models is a key in-87

novation of our approach, enabling us to bridge the gap be-88

tween informative and aesthetically pleasing graphics.89

Finally, to ensure the integrity and coherence of the en-90

hanced graphic, a VLM is employed for quality control. This91

stage is crucial as it validates the accuracy of both the content92

and its visual representation. The VLM assesses whether the93

enhancements made by the text-to-image models align with94

the factual data and maintains the overall clarity of the infor-95

mation presented.96

This research aims to set a new standard in the creation of97

information graphics. By leveraging the unique capabilities98

of LLMs for structure and content planning, text-to-image99

models for visual enhancement, and VLMs for final valida-100

tion, we present a comprehensive solution that addresses the101

dual needs of accuracy and aesthetic appeal in data visualiza-102

tion. This methodology has the potential to revolutionize the103

way complex information is communicated, making it more104

accessible and engaging for a wider audience. Our contribu-105

tions are threefold as follows:106

1. Innovative AI Technology Integration: This work pio-107

neers the integration of Large Language Models, Vision108

Language Models, and text-to-image models, establish-109

ing a novel approach for creating information graphics110

that are both accurate and visually appealing.111

2. Enhanced Accuracy in Data Representation: The112

methodology significantly improves the precision of113

complex data visualizations, using LLMs for detailed114

structure planning and Mermaid for accurate graphical115

layouts, setting new standards in data representation ac- 116

curacy. 117

3. Aesthetic Enhancement of Information Graphics: 118

The integration of text-to-image models elevates the vi- 119

sual appeal of information graphics, making complex 120

data more accessible and engaging to a wider audience 121

without compromising informational integrity. 122

2 System Overview 123

With our system, the user can create an information graphic 124

with a simple prompt. Then the prompt will be processed in 125

the following four steps to yield the final outcome. 126

1. Planning with LLM: Initially, the LLM is utilized to 127

plan the overall layout and structure of the information 128

graphic. This involves understanding the content re- 129

quirements (like the specific family of animals for a phy- 130

logenetic tree) and determining the best way to visually 131

represent this information. In our system, GPT-4, one of 132

the most powerful LLM so far, is served as the LLM. 133

2. Script Generation in Mermaid: The LLM then gen- 134

erates a script in Mermaid, a tool that uses Markdown- 135

inspired text to create diagrams. This script will define 136

the structure and layout of the information graphic. Mer- 137

maid is particularly suitable for this task as it’s designed 138

to handle structured data and relationships, making it 139

ideal for things like phylogenetic trees. 140

3. Enhancement with Text-to-Image Models: Once the 141

basic structure is in place, text-to-image models are used 142

to enhance and illustrate the vector graphic created by 143

Mermaid. This step adds visual appeal, making the 144

graphic more engaging and easier to understand for a 145

broader audience. It can add realistic textures, colors, 146

and other visual elements that make the diagram more 147

visually compelling. In this work, we employ DALL-E 148

3 as the text-to-image model. 149

4. Quality Control with VLM: Finally, a VLM checks the 150

outcome. This step is crucial for ensuring that the visual 151

enhancements do not distort or misrepresent the infor- 152

mation. The VLM can verify the accuracy of both the 153

text and the visual representation, ensuring that the final 154

product is both informative and aesthetically pleasing. 155

In our system, we further employ GPT-4 as the VLM for 156

monitoring the outcomes. 157

Figure 2 shows an example of a phylogenetic tree being 158

generated by our system. This process leverages the strengths 159

of both LLMs and VLMs. The LLM ensures the accuracy 160

and appropriateness of the content and structure, while the 161

VLM and text-to-image models enhance the visual presenta- 162

tion. The result is a more accurate, informative, and visually 163

appealing information graphic. 164

This method could significantly improve the way complex 165

information is conveyed, making it more accessible and en- 166

gaging, especially for educational purposes or in scientific 167

communication. It’s a promising direction for the develop- 168

ment of AI-assisted graphic design and data visualization. 169



User Prompt: Please give me an image of structure of phylogenetic tree of Carnivora

Information Graphic Layout in the MERMAID Script

graph TD
    Carnivora[Common Ancestor<br>Carnivora] -->|divergence| Caniformia[Caniformia]
    Carnivora -->|divergence| Feliformia[Feliformia]
 
    Caniformia -->|divergence| Ursidae[Bear Family<br>Ursidae]
    Caniformia -->|divergence| Mustelidae[Weasel Family<br>Mustelidae]
    Caniformia -->|divergence| Canidae[Dog Family<br>Canidae]

    Feliformia -->|divergence| Felidae[Cat Family<br>Felidae]
    Feliformia -->|divergence| Hyaenidae[Hyena Family<br>Hyaenidae]
    Feliformia -->|divergence| Viverridae[Civet Family<br>Viverridae]

Enhancing the Information Graphic with Text-to-Image Model

Figure 2: Example of an information graphic of the structure of phy-
logenetic tree of Carnivora being generated by our system. LLM
generates a plan for the user’s intention in the Mermaid script, and
the slots are further illustrated by the text-to-image model, DALL-
E 3.

3 Technical Details170

Our system processes the raw Mermaid script generated by171

the LLM and incorporates illustrative enhancements, as de-172

tailed below.173

• Mermaid Parsing: The parsing module is responsible174

for extracting and interpreting the Mermaid syntax from175

the LLM output. It identifies and segregates text seg-176

ments intended for diagrammatic representation, focus-177

ing on the structure and semantics inherent in the Mer-178

maid language.179

• Validation and Correction: Once extracted, the Mer-180

maid script is subjected to a rigorous validation pro-181

cess. This step checks for syntactic accuracy and logical182

coherence, ensuring that the diagram’s structure aligns183

with the intended representation. Any errors or inconsis-184

tencies detected during this phase are corrected to main-185

tain the integrity of the diagram.186

• Mermaid Rendering: Post-validation, the Mermaid187

renderer translates the script into a visual diagram.188

This step involves converting the text-based instructions189

into a graphical representation, effectively bringing the190

script’s encoded data and relationships to visual life.191

• Illustration Enhancement: Key elements within the192

rendered Mermaid diagram are identified for visual aug- 193

mentation. Using contextually derived prompts from the 194

diagram, text-to-image models like DALL-E 3 are em- 195

ployed to generate and integrate detailed, relevant illus- 196

trations into specific sections of the diagram, thereby en- 197

hancing its informational and aesthetic value. 198

• Quality Control and Assurance: An independent GPT- 199

4 module performs a final evaluation, focusing on the in- 200

tegrity of the entire process—from Mermaid generation 201

to illustration integration. This quality control ensures 202

the final output is not only visually appealing but also 203

maintains accuracy and relevance to the user’s original 204

input and intent. 205

This multi-stage approach ensures that the final informa- 206

tion graphic is both visually compelling and accurately repre- 207

sents the data or relationships intended by the user. 208

4 Applications and Use Cases 209

Our innovative approach enhances information representa- 210

tion, making complex data more accessible and engaging. 211

Key applications and use cases include: 212

• Educational Material Creation: Enhances teaching by 213

generating visually engaging diagrams and flowcharts 214

for complex subjects. 215

• Scientific Research and Publication: Simplifies the 216

illustration of complex scientific concepts for research 217

publications and presentations. 218

• Business Analytics and Reporting: Transforms data 219

into intuitive visual representations for clearer business 220

decision-making and reporting. 221

• Technical Documentation and Manuals: Automates 222

the creation of accurate diagrams and illustrations for 223

user manuals and technical guides. 224

• Interactive Media and Communication: Produces tai- 225

lored visuals for digital media, enhancing engagement 226

in articles and marketing content. 227

• Creative Industries: Assists artists and designers in 228

prototyping visual concepts rapidly, streamlining the 229

creative process. 230

5 Conclusion 231

This work demonstrates a novel system that synergizes LLM 232

with text-to-image models to revolutionize the generation of 233

information graphics. By seamlessly integrating Mermaid 234

script parsing and illustrative enhancements through AI mod- 235

els, we have demonstrated a powerful tool that significantly 236

improves the accuracy and visual appeal of complex data rep- 237

resentations. Our system2 finds diverse applications across 238

educational materials, scientific research, business analytics, 239

technical documentation, interactive media, accessibility, and 240

creative industries, proving its versatility and effectiveness. 241

2Please visit our demo site https://mermaid-gpt.vercel.app/

https://mermaid-gpt.vercel.app/
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